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Abstract A problem often encountered in multidimen-

sional NMR-spectroscopy is that an existing chemical shift

list of a protein has to be used to assign an experimental

spectrum but does not fit sufficiently well for a safe

assignment. A similar problem occurs when temperature or

pressure series of n-dimensional spectra are to be evaluated

automatically. We have developed two different algorithms,

AUREMOL-SHIFTOPT1 and AUREMOL-SHIFTOPT2

that fulfill this task. In the present contribution their per-

formance is analyzed employing a set of simulated and

experimental two-dimensional and three-dimensional

spectra obtained from three different proteins. A new

z-score based on atom and amino acid specific chemical

shift distributions is introduced to weight the chemical shift

contributions in different dimensions properly.

Keywords Chemical shift � Peak assignment �
Multidimensional NMR spectra � AUREMOL

Introduction

Nuclear Magnetic Resonance is an important tool for

structure elucidation of biological macro molecules, and

quite useful to study the dynamical behavior of molecules.

Measuring the ‘‘true’’ chemical shifts accurately in exper-

imental spectra is not straightforward in NMR because of

severe overlap of resonance peaks and the presence of

noise and artifacts. Here, a number of optimized peak

picking routines were developed (Neidig et al. 1984; Gla-

ser and Kalbitzer 1987). The inverse problem, the

projection of known chemical shifts (assignments) to an

experimental spectrum is also not trivial because of the

same reasons: the peak maximum may be shifted by noise

or by superposition with other peaks or artifacts. In addi-

tion, the digital resolution provides a general limit of

accuracy. However, by far the most important problem is

caused by chemical shift variations due to temperature

shifts or small changes of the sample composition and the

buffer conditions (e.g., pH and ionic strength). Here, the

already existing chemical shift table (usually created from

a large set of multidimensional spectra) does not corre-

spond exactly to the spectrum under investigation. Another

application would be TROSY-spectroscopy where the

cross peaks are shifted by J/2. Since for structural deter-

mination information from whole sets of nD-spectra has to

be combined, the variation in chemical shifts between the

different spectra has to be taken into account. In principle,

chemical shift recognition is part of automated procedures

for assigning peaks in multidimensional spectra. Several
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automated peak assignment procedures are reported in the

literature (Catasti et al. 1990; Hare and Prestegard 1994;

Zimmerman et al. 1997; Xu et al. 2001; Herrmann et al.

2002; Gronwald et al. 2002) using neural networks and

other optimization techniques. But all these methods are

aimed at structure elucidation and not giving much

importance to the optimization of chemical shift of every

atom. For the chemical shift optimization of an individual

spectrum that is recorded at different conditions they are

not useful.

In the present paper we propose two different algorithms

to adapt a given chemical shift table optimally. They are

compared with each other and their accuracy for different

spectral types is assessed. The proposed algorithms can

also be used in other fields such as metabolomics where an

alignment of peaks in spectra of different mixtures

improves a multivariate analysis.

Materials and methods

Simulation of NOESY data sets

Test data sets were created by spectral simulation of HPr

(histidine containing phosphocarrier protein) from Staph-

ylococcus aureus, a 88 residue phosphocarrier protein. The
1H and 15N NMR spectra are completely assigned (Maurer

et al. 2004) and are deposited in the BioMag data base. The

NMR structure is deposited on the PDB data base (PDB

ID:1ka5). A 2D NOESY spectrum of HPr was simulated

using RELAX (Görler and Kalbitzer 1997; Gronwald et al.

2000) module in AUREMOL (Gronwald and Kalbitzer

2004). Test data set was created using 466 proton chemical

shifts of HPr protein with a mixing time of 250 ms, a

relaxation delay of 1.75 and having 2,048 data points in

both dimensions. The spectrometer frequency was set to

800.2 MHz. The simulation used an overall rotational

correlation time of 3.9 ns, included internal mobility on the

basis of the model-free approach with standard main chain

and side chain order parameters, fast methyl rotations and

slow ring flip motions. J-coupling and chemical shift

anisotropy was not included in the simulation. The detec-

tion limit was set to 0.5 nm leading to 9,035 resonance

peaks in the simulated NOESY spectrum.

3D carbon and nitrogen edited NOESY-HSQC spectra

were simulated analogously. The chemical shift table of

carbons contained 368 entries that of nitrogen 95 entries.

The digital resolutions in d1, d2, and d3 were 0.0987,

2.198, and 0.016 ppm/point for the 13C edited spectra. The

proton resonance frequency was 800.2 MHz. For the 15N

edited spectra, the digital resolutions in d1, d2, and d3 were

0.0987, 2.055, and 0.011 ppm/point.

Gaussian noise was added to the simulated spectrum with

a standard deviation scaled to the mean cross peak intensity

of the spectrum\I[. Ten percent noise would correspond to

a standard deviation r of 0.1 \I[. The noise is created by

randomly picking probability densities p(z) at the normal-

ized intensity z from a Gaussian distribution function with a

mean of zero. A second random-number generator was used

to decide if z is accepted or not. The random numbers x are

projected to the interval [0, pmax]. For x B p(z) z is

accepted, otherwise rejected. (Box and Muller 1958).

Experimental test spectra

Experimental 1H, 15N-HSQC spectra of HPr from S. car-

nosus were recorded at different pressures and

temperatures as described earlier (Kalbitzer et al. 2000).

The 1H frequency was 750 MHz. The 1H and 15N spectral

widths were 13.9474 and 50.012 ppm, respectively. The

corresponding data size of the time domain data were

2,048 9 256 complex data points. The spectrum recorded

at a temperature of 298 K and a pressure of 3 MPa was

manually reassigned with the data published earlier (Görler

et al. 1999a, b) and was used as a reference spectrum to

assign the remaining series of the spectra.

In addition a three-dimensional HNCA spectrum of

Saratin (Gronwald et al. 2008) was used. The spectral

widths were 13.98, 41.11, and 41.41 ppm, in the 1H, 15N

and 13C dimensions, respectively. The corresponding size

of the time domain data was 2,048 9 64 9 128, respec-

tively. The proton resonance frequency was 600 MHz.

Theoretical considerations

Chemical shift optimization

Our aim is to find chemical shift values that optimally

explain a given spectrum starting from an initial chemical

shift table S0 for atoms (spins) or group of atoms (e.g.,

methyl protons) (j) {d(j) |j = 1,…,J}. The chemical shifts

d(j) can be degenerated that is more than one atom in the

protein may have the same chemical shift (d(j) = d(k)). In

principle, an atom can have more than one chemical shift

d(j) value when it occurs in different states n (e.g., local

conformations of the proteins), a fact that can be described

by introduction of the corresponding superscript to dn(j). In

addition, in experimental spectra where a spin is represented

in more than one dimension (as in typical homonuclear

spectra) the experimental chemical shifts of the same atom

(spin) may be different because (1) errors with referencing

did occur or because (2) differences in digital resolution

dominate the peak positions. Error (1) can be reduced to ±1

data point by carefully referencing the spectra, error (2)
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cannot be avoided but again it should be smaller/equal to one

data point. The list S0 is usually incomplete in protein

spectra since often for some atoms of a protein the resonance

frequencies cannot be identified. At the end a final chemical

shift table Sf is generated that optimally fulfills some opti-

mization criteria often in the form of a target function.

The experimental N-dimensional spectrum contains

cross peaks at positions di,

di ¼
di

1

. . .

di
N

0
B@

1
CA ð1Þ

where the possible combinations of the components of

vector di depend on the actual type of experiment and the

sample composition. In a classical multidimensional

spectrum the allowed frequencies are a subset of all

resonance frequencies d(j). Assignment of a cross peak at

di would mean the assignment of different d(j) [ S0 to all

components dk
i (k = 1,...,N) of di. The chemical shift

optimization can be then formulated as the search for a

diagonal matrix A with

Sf ¼ 1þ Að ÞS0 ð2Þ

and the initial and the final chemical shift tables S0 and Sf

written as vectors. The simulation of the spectra with Sf

should optimally explain the experimental spectrum under

consideration. In an ideal, noise-free spectrum all experi-

mental cross peaks at positions di
e should be explained by

simulated cross peaks at positions dm
s .

Algorithms and general definitions

Starting with a chemical shift table S0 as input two different

procedures were developed here that are combined in AUR-

EMOL-SHIFTOPT. Both approaches contain as a key

element the comparison between simulated and experimental

spectra. They are tested in this paper on different types of

spectra for showing their advantages and disadvantages. Both

methods include a set of common procedures that already

exist in AUREMOL, namely a peak picking procedure

(Neidig et al. 1984), the calculation of peak probabilities to

discriminate true resonances from artifacts and noise (Antz

et al. 1995; Schulte et al. 1997), the assignment of peaks from

the input shift table, the calculation of the assignment prob-

ability from the chemical shift deviation (and optional

additional information), and the calculation of a corrected

chemical shift table from the probability weighted cross peak

coordinates (Fig. 1). The last three steps may be iterated until

the target function is optimized.

In NOESY-type spectra the peak volume is an important

additional source of information. Experimental peak

Fig. 1 The three-step chemical

shift optimization of

SHIFTOPT1
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volumes are obtained by an iterative segmentation proce-

dure (Geyer et al. 1995), the simulated peak volumes are

calculated on the basis of the full relaxation matrix formal-

ism (Görler and Kalbitzer 1997; Görler et al. 1999a, b; Ried

et al. 2004). When an experimental structure is not yet

available, the relaxation matrix is built from the most likely

pair wise distances obtained from an unbiased structural data

base (Nasser et al. manuscript in preparation). In other cases

the spectrum is simulated by a procedure established in

AUREMOL that allows to predict any n-dimensional spec-

trum from a chemical shift list and an internal description of

the expected cross peak patterns on a semi quantitative basis

(Brunner et al. manuscript in preparation).

Since it is the general assumption that a spectrum back

calculated with S0 should be similar to the experimental

spectra, the corresponding experimental cross peaks should

not be too far away from the simulated cross peaks in terms

of a distance metric in the chemical shift space.

In a multidimensional NMR spectrum with the dimen-

sion N the cross peak position is defined by the

N-dimensional vector di. Since the digital resolution Rk in

all dimensions k is usually not identical, the precision of

the peak position is also different in the different dimen-

sions. A lower error bound Tk
l is given

T1
k ¼ � Rk þ

Lk

2

� �
ð3Þ

Lk is the expected line width in dimension k. The upper

error bound Tk
u depends on the experimental conditions and

defines the initial search range for a peak. The vectors

Tl ¼
Tl

1

. . .

Tl
N

0
B@

1
CA ð4Þ

Tu ¼
Tu

1

. . .

Tu
N

0
B@

1
CA ð5Þ

They are used to define the upper and lower search range

in all N dimensions.

SHIFTOPT1

This first approach aims mainly on cases where experimental

NOESY type spectra plus additional structural information

are available for shift optimization. Employing the initial shift

list and the structural information NOESY spectra are simu-

lated. However, it is not limited to NOESY-spectra but can be

applied to other types of spectra. The simulated spectra predict

the frequency combinations dm where cross peaks sm
s are to be

expected and the approximate cross peak volume for a given

structure. Peak positions and volumes in the simulated spectra

can be directly compared with those in the experimental

spectra obtained by peak picking and peak integration of the

experimental cross peaks sj
e. Since the experimental spectrum

contains true signals as well as noise and artifact peaks the

signals are classified by a Bayesian analysis (Antz et al. 1995;

Schulte et al. 1997) and probabilities Pj are calculated that an

experimental cross peak is a true signal. The experimental

peaks inside the search areas are sorted according to their

probability and all peaks with a low signal probability Pj \ Pt

are removed from the peak list, the other peaks are included in

the analysis but with consideration of Pj. Pt is calculated in

such a way that in the search area 10% more peaks are left as

expected from the spectrum simulation. Another criterion for

the general acceptance of cross peaks is the cross peak volume

that should be in the correct range. In the NOESY-spectra

cross peaks with intensities that are significantly larger than

that of the smallest possible H–H distance of 0.18 nm can be

omitted from the assignment procedure. When a reliable

structure exists, a more detailed volume comparison can be

done on the basis of an assignment hypothesis. Here, the full

relaxation matrix formalism provides good estimates of the

cross peak intensities to be expected.

The actual procedure used is a three step procedure

(Fig. 1). Step 1 selects those cross peaks sj
e that are isolated

and uniquely assignable to a simulated peak sm
s inside the

error limits of dm ± Tu. The corresponding chemical shift

values of S1 are set to new values. In step 2 those cross

peaks are selected where at least in one dimension a unique

chemical shift assignment exists. Here, as well as in the

step 3 (no unique chemical shifts) volume information is

used to solve ambiguities. Simultaneously with the

assignment procedure the chemical shift tolerance is

reduced for individual shifts to Tl.

The peak assignment and chemical shift refinements are

performed in an iterative way. Initially, all experimental

peaks are unassigned and are part of list of unassigned

experimental peaks (U-list) that consists of the experi-

mental peak positions di
e, the volumes Vi

e and the

probability values Pi. In step 1 first the uniquely assignable

peaks are identified and written to the A-list. Starting with

an arbitrary peak si
e from the A-list with chemical shifts di

e

the chemical shift table S is slowly refined by updating

iteratively their chemical shifts d(j)

d jð Þ ¼ d jð Þ þ ni de
i;k � d jð Þ

� �
ð6Þ

with

ni ¼
Pi

aþ Pi
ð7Þ

and di,k
e the chemical shift coordinate assigned to d(j).

Using the updated chemical shift table S a new A-list is
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created that may now contain different peaks and the

procedure is repeated. ni controls the influence of an indi-

vidual experimental peak on the updated chemical shift

table S. Especially it is ensured that the influence of artifact

and noise peaks is limited by the inclusion of the peak

probability values Pi in ni, while the parameter a controls

the general influence of an individual experimental peak.

Initially the parameter a is set to 10 and is now increased

by 1. After 5 cycles the tolerance is reduced to max (Tu/2,

Tl) and the procedure is repeated N-times (typically

N = 15). The final A-list now contains the uniquely

assigned cross peaks. Simultaneously the chemical shift

table S has been updated and consists of two subsets Snr

and Sr that contain the non-refined and the refined chemical

shift values, respectively. In case of NOESY spectra the

peaks of the final A-list are used to normalize a back cal-

culated NOESY-spectrum for the next steps.

In step 2 again all cross peaks are scanned iteratively

(usually 20 times) with the new chemical shift table S and

the corresponding error bounds. Only cross peaks are

accepted that fulfill the condition that at least in one

dimension an unambiguous assignment is possible. In

addition, for NOESY spectra the peak volume V must be

inside the allowed range corresponding to the distance

range between 0.18 and 5 nm. If more than one assignment

is possible, the assignment of a cross peak si
e to a simulated

peak sm
s where the deviation of chemical shifts is smallest

and the volume is closest to the expectation is taken. For

making that decision a z-score Q is defined as

Q ss
m

� �
¼ 1

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

k¼1

z2
k ss

m

� �
þ z2 ss

m

� �
s

ð8Þ

With n the dimension in the N-dimensional spectrum

considered. The parameters zk are defined by

zk ¼
dk ss

m

� �
� dk se

i

� �
rk

ð9Þ

with dk(sm
s ) and dk(si

e) the chemical shifts in dimension j of

the experimental and the simulated peaks. The expected

standard deviations rk are defined by

rk ¼ Tl
k=2 ð10Þ

The parameter z is defined as a function of the

normalized cross peak volumes

with

r ¼ jV
�1=6
max � V

�1=6
min j

2
ð11Þ

and Vmax and Vmin the volumes corresponding to the

smallest possible distance (0.18 nm) and the maximum

detectable distance (0.5 nm), respectively. The constant b

in Eq. 8 is given by

b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V
�1=6
min

r
þ
Xn

k¼1

T2
k

r2
k

vuut ð12Þ

with Tk the actual error range of the chemical shift. Only

solutions with Q B 0.5 are considered. If such a solution

exists the assignment with the lowest Q value is taken and

the shift list is updated as in step 2.

In the last step also peaks with ambiguous assignments

are taken and the solution with the lowest Q value is

selected. After typically 20 cycles the final shift list is

calculated from all assigned cross peaks as the average

weighted with the peak probabilities Pi, i.e., when the

component k of the chemical shift vectors di (i = 1,.., N) is

assigned to a specific atom j then

dfinal jð Þ ¼ 1

PN
i¼1

Pi

XN

i¼1

Pidi kð Þ ð13Þ

with Pi the Bayesian peak probability. When an atom is

represented in more than one dimension in a spectrum, e.g.,

in dimension k and p, than the Pi is replaced by Pi
* to

P�i ¼
DR kð ÞPi

DR kð Þ þ DR pð Þ ð14Þ

SHIFTOPT2

SHIFTOPT2 represents an alternative way to optimize a

chemical shift table and is useful for spectra with a not

too large number of cross peaks as HSQC or HNCA

spectra. Again a model spectrum is generated from the

given input chemical shift table. This model spectrum is

compared with corresponding experimental spectrum. The

general preparation of the data corresponds to

SHIFTOPT1 where after peak picking and Bayesian

analysis the most probable experimental peaks si
e in the

search areas are selected as defined above. The number of

simulated cross peaks is reduced to ns cross peaks by

removing all simulated cross peaks sm
s where an experi-

mental cross peak si
e does not exist with di

e inside the

error limits of dm
s ± Tu.

Two probability matrices Qe and Qs are constructed for

the experimental and simulated cross peaks with the ele-

ments Qim
e and Qim

s . Qim
e represents a measure for the

probability of an experimental peak si
e at position di

e to be

assigned to a simulated peak sm
s at position dm

s . Qim
s rep-

resents a measure for the probability of a simulated peak sm
s

at position dm
s to be assigned to the experimental peaks si

e at

position di
e. Qim

e and Qjm
s are given analogously to Eq. 8 as

a function of a generalized variable zim. The components

zk
im of the vector zim are defined by
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zim
k ¼

de
i � ds

m

pirj
ð15Þ

The values 1/rj are atom and amino acid specific

weighting factors with respect to the assignment of the

simulated peak as defined earlier (Schumann et al. 2007).

For atoms or molecules not contained in the data base the

averages of the data base are taken with r(1H) 1.55 ppm,

r(15N) 0.236 ppm, and r(13C) 0.447 ppm (Schumann et al.

2007). The signal probability pi is obtained from the

Bayesian analysis of the experimental spectra. The

elements Qim
e are given as

Qe
im ¼

exp
� zimð Þ2

2

� �

P
r

exp
� zirð Þ2

2

� � ð16Þ

with summation over all peaks sr
s in the search range.

Correspondingly, Qim
s is defined by

Qs
im ¼

exp
� zimð Þ2

2

� �

P
s

exp
� zsmð Þ2

2

� � ð17Þ

with summation over all peaks ss
e in the search range.

From the two matrices an averaged probability matrix Q

is calculated by

Q ¼ Qe þQs

2
ð18Þ

In step 1 pairs of peaks si
e and sm

s with Qim = 1 are

uniquely assigned and all matrix elements Qik (k = 1,…,

ns; k 6¼ m) and Qlm (m = 1,…, ne;l 6¼ i) are set to 0. For

the remaining peaks new probabilities are calculated from

the reduced set of peaks. The procedure is repeated until no

further element with Qim = 1 are found. In step 2 the

maximum element Qim
max of Q is identified and Q is

renormalized by Q = Q/Qim
max. Step 1 is repeated but only

Fig. 2 Schematical view of the

chemical shift optimization in a

series of spectra. Note that a

polynomial function of the order

of 2 is used. In general n ? 1

chemical shift lists are required

for the prediction
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peaks are taken as assigned where Qim = 1 and Qik \ 1

(k = 1,…, ns; k 6¼ m) and Qlm \ 1 (m = 1,…, ne;l 6¼ i)

holds. This procedure is repeated until no new assignments

are found.

Adaptation of assignments to a series of spectra

In many cases the chemical shifts in a series of n-dimen-

sional NMR spectra can be represented as continuous

functions of a parameter x (such as temperature, pressure,

pH or ligand concentration). When more than two spectra

are available the approximate positions of cross peaks in

spectrum i ? 1 can be predicted from the already assigned

spectra by a polynomial of the order n set by the user.

In SHIFTOPT the following strategy is used (Fig. 2):

First the spectra are ordered according to the parameter x in

such a way that for all spectra i and i ? 1 xi \ xi?1 holds.

In a next step that spectrum j is selected where the x(j) is

closest to the conditions where the chemical shift table S0

fits to. The spectrum is assigned with SHIFTOPT and the

obtained chemical shift table Sj is used to assign spectrum

j ? 1 or j - 1. If xj ? 1 - xj B xj - xj - 1 holds spectrum

k = j ? 1 is selected, otherwise spectrum j - 1. For the

following we describe the algorithm for increasing values

of k but it can (and generally has to) be applied also for

decreasing values of k, k \ j. The chemical shifts dm(si
s) of

the simulated peaks in dimension m of spectrum k = j ? 2

are then predicted by a polynomial of order 1 from the

optimized dm(si
e) from spectrum j and j ? 1. After opti-

mization of the chemical shift list for xj ? 2, new

coefficients aml,, are calculated by

dm ss
i ; xk

� �
¼
Xn

l¼0

amlx
l
k ð19Þ

The coefficients aml can be calculated by rewriting

Eq. 19 in matrix notation, using the Vandermonde matrix

Fig. 3 Stability of the

algorithms as a function of the

search range Tu. a Application

of SHIFTOPT1 to a simulated

2D NOESY-spectrum HPr from

S. aureus with a 1H digital

resolution Ri in both dimensions

of 0.0062 ppm and b
application of SHIFTOPT2 to

an experimental 2D-1H, 15N

HSQC-spectrum from HPr from

S. carnosus with a 1H and a 15N

digital resolution Ri of 0.0068

and 0.195 ppm, respectively.

The percentage of correct

solutions with (|di
opt - di

e| B Ri)

is plotted as a function of n with

n a multiple of the search range

Tu = n�R2. di
opt and di are the

chemical shift values after

optimization and the correct

values before optimization,

respectively
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1 x0 x2
0 : : : xn

0

1 x1 x2
1 : : : xn

1

: : : : : : :
: : : : : : :
: : : : : : :
1 xn x2

n : : : xn
n

2
6666664

3
7777775

am0

am1

:
:
:

amn

2
6666664

3
7777775
¼

dm ss
i ; x0

� �
dm ss

i ; x1

� �
:
:
:

dm ss
i ; xn

� �

2
6666664

3
7777775

ð20Þ

The coefficients aml can be obtained from the linear

Eq. 20 using standard techniques for solving simultaneous

equations (William et al. 1992).

Results

Stability of the search algorithms

The size of the search area Tu determines the number of

possibilities to solve the optimization problem. A too small

size will lead to incorrect solutions for resonances outside

the search interval. A too large size increases the compu-

tational time and may also increase the ambiguities and thus

the error probability. Therefore, we have systematically

increased the size of the search range from a value corre-

sponding to the digital resolutions Ri to very large values

(Fig. 3). Two different spectra were used, a simulated 2D-

NOESY spectrum containing 9,035 cross peaks and an

experimental 1H, 15N-HSQC spectrum containing 79 cross

peaks. The spectra were subjected to peak picking, inte-

gration and the Bayesian peak recognition routine of

AUREMOL was applied. When we start with the correct

chemical shift table, false chemical shift values are only

obtained when the search range Tu is either too small or at

very large values of Tu. At very small search ranges the

peak maximum may be shifted out of the search range since

overlapping of peaks may shift the peak maxima. Very large

search ranges increase the ambiguities and thus may lead to

errors. This is especially important in the crowded NOESY-

type spectra. Here, SHIFTOPT1 gets some incorrect result

after the search range is increased to values larger than

0.03 ppm and becomes significantly less efficient at values

larger than 0.06 ppm (48 Hz), whereas for the much less

crowded HSQC spectrum the size of the search range vir-

tually does not play any role.

However, when an ideal spectrum without noise and

artifacts and infinitely small line widths was created by

Fig. 4 Reliability of SHIFTOPT1 and SHIFTOPT2 for NOESY-type

spectra in the absence of noise. The number of completely correctly

predicted chemical shifts (|di
opt - di

e| B Ri) (black bars), of improved

or unchanged chemical shifts (|di
opt - di

e| B (|dm
s - di

e|) (grey bars),

and inadequately optimized chemical shifts (|di
opt - di

e| [ (|dm
s - di

e|)

(white bars) are plotted as a function of r in the dimension k under

consideration. di
opt is the chemical shift after optimization. Note that

for nuclei X others than 1H the standard deviation was modified by

multiplying r(H) with cH/cX. a Simulated 2D NOESY-spectrum with

a 1H digital resolution of 0.0062 ppm, application of SHIFTOPT1.

The spectrum contains 9,035 cross peaks from the protein. b as (a) but

after application of SHIFTOPT2. c, d Simulated 3D 15N edited

NOESY spectrum with a 1H digital resolution of 0.005 and of

0.098 ppm in the direct and indirect dimension, a 15N digital

resolution of 0.764 ppm. Only data for SHIFTOPT1 are shown
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calculating a peak list directly from the chemical shifts

both methods are very stable for all search ranges tested.

Performance in the absence of noise

In a next test the chemical shift table was perturbed by

adding or subtracting a value Ddi to the chemical shifts di.

The values Ddi were randomly selected from a Gaussian

distribution with a standard deviation r and a mean of di.

For nuclei X others than 1H the standard deviation was

modified by multiplying r(H) with cH/cX. Only values less

than 3r were taken. In this way, a chemical shift table S0

was produced that does not fit optimally to the experi-

mentally observed chemical shifts di
e. For small values of r

and thus for small chemical shift variations between the

simulated shifts dm
s and the experimental shifts di

e excellent

results are obtained with SHIFTOPT1 for the 2D-NOESY

(Fig. 4a) spectrum as well as for the 3D 15N edited NOESY

spectrum (Fig. 4c and d). Up to a r of 0.01 ppm all

chemical shifts values are correct after the application of

SHIFTOPT1 in the 2D-NOESY spectrum, up to r of

0.02 ppm all values are either improved or not modified.

Only after r has increased to 0.03 ppm, a few chemical

shift values (2 out of 466) are worse than before. A similar

picture is obtained for the 3D-NOESY spectrum. Up to a r
of 0.01 and 0.1 ppm for 1H and 15N all chemical shifts

values are correct, up to a r of 0.02 and 0.3 ppm all 1H and
15N chemical shifts values are either improved or

unchanged. Only after r has increased to 0.03 and 0.4 ppm,

a few chemical shift values are slightly worse than before.

In its last step SHIFTOPT1 relies strongly on the cal-

culation of cross peak volumes, whereas SHIFTOPT2 does

not use this information. If this information is available and

the cross peak volumes vary much as it is typical for

NOESY-type spectra the performance of SHIFTOPT2

should be inferior to that of SHIFTOPT1. Indeed, at values

of the standard deviation where SHIFTOPT1 works per-

fectly, SHIFTOPT2 already makes some errors (Fig. 4b).

A different type of data sets are represented by 2D 1H,
15N-HSQC spectra or 3D HNCA spectra that contain only a

small number of cross peaks with a relatively small

dynamic range of cross peak intensities. Here, the fast,

direct algorithm of SHIFTOPT2 should perform well.

Figure 5c and d show that this is indeed true. Up to a r of

0.01 ppm all chemical shifts values are correct after the

application of SHIFTOPT2 in the 2D-HSQC spectrum, up

Fig. 5 Reliability of SHIFTOPT1 and SHIFTOPT2 for HSQC-type

spectra in the absence of noise. The number of completely correctly

predicted chemical shifts (|di
opt - di

e| B Ri) (black bars), of improved

or unchanged chemical shifts (|di
opt - di

e| B (|dm
s - di

e|) (grey bars),

and inadequately optimized chemical shifts (|di
opt - di

e| [ (|dm
s - di

e|)

(white bars) are plotted as a function r in the dimension k under

consideration. di
opt is the chemical shift after optimization. Note that

or nuclei X others than 1H the standard deviation was modified by

multiplying r(H) with cH/cX. a, b Application of SHIFTOPT1 to a 2D
1H, 15N HSQC spectrum with a 1H digital resolution of 0.0068 ppm

and a 15N digital resolution of 0.19 ppm, where all noise peaks were

removed after peak picking. c, d As (a, b) but using SHIFTOPT2 on a

2D 1H,15N-HSQC-spectrum
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to a r of 0.02 ppm all 1H chemical shift values are either

improved or not modified. Only after r has increased to

0.05 ppm, a few chemical shift values are worse than

before. In the 15N domain standard deviations of up to

0.4 ppm (that is up to a maximum error of 3r = 1.2 ppm)

are accepted without error. A similar picture is obtained for

the 3D-HNCA spectrum (Fig. 6). Up to a r of 0.01, 0.1,

and 0.1 ppm all 1H, 15N and 13C chemical shifts values are

correct after the application of SHIFTOPT2 in the 3D-

HNCA spectrum, up to a r of 0.03, 0.3, and 0.3 ppm all 1H,
15N and 13C all values are either improved or not modified.

Only after r has increased to 0.04, 0.4, and 0.4 ppm for the
1H, 15N, and 13C, respectively, a few chemical shift values

are slightly worse than before. SHIFTOPT1 (Fig. 5a, b)

does not perform as well as SHIFTOPT2 in a HSQC

spectrum (Fig. 5c, d) giving wrong results for 1H and 15N

shift deviations of r[ 0.02 ppm and [ 0.2 ppm,

respectively.

Performance in the presence of noise

Since noise and artifact peaks can lead to false assign-

ments, Gaussian noise was added to the simulated 2D

NOESY spectrum before peak picking. Additional cross

peaks at random positions were added in the case of the

experimental 2D HSQC spectrum. Since the performance

of SHIFTOPT1 was superior for NOESY-type spectra to

SHIFTOPT2 but inferior for HSQC-type spectra,

SHIFTOPT1 was only tested for NOESY-type spectra

(Fig. 7) and SHIFTOPT2 for HSQC-type spectra (Fig. 8).

Two different cases of practical importance were stud-

ied, a relatively small maximum chemical shift variation of

0.01 ppm (8 Hz at 800 MHz) and 0.02 ppm (18 Hz at

800 MHz). The number of noise peaks wrongly recognized

as signals were increased by increasing the level of the

standard deviation of the Gaussian noise continuously. The

spectrum contained 9,035 true cross peaks. When 653

additional peaks where wrongly recognized all chemical

shifts where improved or at least not changed. When 4,143

noise peaks were recognized 407 of the 466 chemical shifts

where corrected perfectly, 54 improved or unchanged, and

only 5 (1.1%) corrected in the wrong way. At a r of

0.02 ppm still most of the peaks were improved (Fig. 7b).

The application of SHIFTOPT2 to an experimental 1H,
15N HSQC gives similar results: Up to 22 additional cross

peaks are tolerated when 79 true signals are present and the

chemical shift list contains errors up to 0.03 (1H) and

0.3 ppm (15N). When 48 additional cross peaks are added,

Fig. 6 Reliability of SHIFTOPT2 for a 3D HNCA spectrum in the

absence of noise. The number of completely correctly predicted

chemical shifts (|di
opt - di

e| B Ri) (black bars), of improved or

unchanged chemical shifts (|di
opt - di

e| B (|dm
s - di

e|) (grey bars),

and inadequately optimized chemical shifts (|di
opt - di

e| [ (|dm
s - di

e|)

(white bars) are plotted as a function r in the dimension k under

consideration. di
opt is the chemical shift after optimization. Note that

for nuclei X others than 1H the standard deviation was modified by

multiplying r(H) with cH/cX. 3D HNCA with a 1H digital resolution

of 0.0068 ppm (a), 13C digital resolution of 0.1617 ppm (b), and c a
15N digital resolution of 0.321 ppm
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the majority of the chemical shifts is still improved, only 3

chemical shifts are modified in the wrong direction

(Fig. 8a, b). At the higher maximum chemical shift devi-

ation of 0.06 and 0.6 ppm respectively (Fig. 8c, d) a

similar picture is obtained, the number of wrongly cor-

rected chemical shifts is still unchanged.

Automated chemical shift assignment in a set

of pressure dependent HSQC spectra

Figure 9a shows a part of a 1H, 15N HSQC spectrum of a

HPr from S. carnosus measured at different pressures. The

initial 1H and 15N chemical shift values at ambient pressure

were taken from Görler et al. (1999a, b). In a first step

SHIFTOPT2 was applied to a data set recorded at 3 MPa

(Kalbitzer et al. 2000) and could assign all shift values

correctly (Fig. 9b). This optimized chemical shift table was

then applied to a second data set recorded at 50 MPa where

again all chemical shifts were correctly found. In a next

step, the chemical shifts expected at 100 MPa were pre-

dicted by a linear extrapolation and than optimized by

applying SHIFOPT2. The chemical shifts were used for a

second order prediction and the procedure was repeated as

before. The chemical shifts of the 79 amide groups could

be correctly obtained for all pressures. As a comparison, all

chemical shifts were obtained by applying SHIFTOPT2

without prior prediction of the chemical shift development.

Here, errors occurred for higher pressures, although most

of the chemical shifts obtained were still correct (Fig. 9).

Discussion

Even when using the same sample chemical shifts of

cross peaks vary slightly from spectrum to spectrum due

to small variations of temperature (caused e.g., by

broadband decoupling) and differences in digital resolu-

tion. In practice, chemical shift lists as published in the

Fig. 7 Reliability of the shift

optimization procedure

SHIFTOPT1 as a function of

noise level. The number of

completely correctly predicted

chemical shifts (|di
opt - di

e|

B Ri) (black bars), of improved

or unchanged chemical shifts

(|di
opt - di

e| B (|dm
s - di

e|) (grey

bars), and inadequately

optimized chemical shifts

(|di
opt - di

e| [ (|dm
s - di

e|) (white

bars) are plotted as a function of

the number of noise peaks in the

dimension k under

consideration. The noise level

was increased gradually, so that

at the peak picking threshold N

additional noise peaks were

identified. di
opt is the chemical

shift after optimization.

a Simulated 800 MHz 2D

NOESY-spectrum with a 1H

digital resolution of

0.0062 ppm, application of

SHIFTOPT1. The spectrum

contains 9,035 valid protein

cross peaks. Variations of

chemical shifts with a standard

deviation r = 0.01 ppm.

b Same as (a) but with a r of

0.02 ppm
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BMRB data base are composed from different data sets

measured under various experimental conditions (e.g.,

data recorded in D2O and H2O), and thus do usually not

fit exactly to a given experimental spectrum. Here, a

chemical shift optimization as implemented in

SHIFTOPT1 and SHIFTOPT2 can help.

Limits of accuracy

Although a completely correct result of the chemical shift

optimization is the ultimate goal, for most applications, an

improvement of the chemical shift lists is still a satisfactory

result. There are several factors that lead with high prob-

ability to insufficient results: (1) Incomplete spectra, where

some chemical shifts are not represented at all do not

contain the required information and thus cannot be used

for calculating optimized shifts. When working on peak

lists as SHIFTOPT1 and SHIFTOPT2 do, artefact peaks

with sufficient intensity may be wrongly interpreted as true

signals and may be used for the chemical shift calculation.

This is especially dangerous in low redundancy spectra

such as HSQC-spectra where they may be wrongly

assigned because of the used distance metric.

Here, a limited search range is an important mean to

avoid a misinterpretation, since an artefact inside in the

search range cannot be recognized as such. However, the

application of a powerful artefact recognition routine prior

to the application of SHIFTOPT reduces the likelihood of

such a wrong interpretation and the starting value is not

modified. The Bayesian routine used in AUREMOL

assigns signal probabilities to all peaks. It has been proved

powerful to calculate the number of cross peaks K expected

in the search areas, and to retain only the a*K peaks

(a = 1.1) with the highest probabilities in the peak list. In

our experience about 10% more peaks should be retained,

that is a is set to 1.1. (2) Chemical shift degeneracy as it

often occurs in 2D-HSQC spectra with the amide proton

and nitrogen resonances identical cannot be handled by the

actual routines, since there is no information available, to

decide if the cross peaks are superposed or one cross peak

is missing or shifted significantly. However, in NOESY-

type spectra usually the redundancy is very high and nor-

mally at least one cross peak with different chemical shift

combinations is available and can be used. (3) Very strong

shifts in crowded spectra may lead to wrong decisions

since the used metric favours small shift changes.

Fig. 8 Reliability of the shift optimization procedure SHIFTOPT2 as

a function of noise level. The number of completely correctly

predicted chemical shifts (|di
opt - di

e| B Ri) (black bars), of improved

or unchanged chemical shifts (|di
opt - di

e| B (|dm
s - di

e|) (grey bars),

and inadequately optimized chemical shifts (|di
opt - di

e| [ (|dm
s - di

e|)

(white bars) are plotted as a function of the number of N. The

spectrum contains 79 valid protein cross peaks. di
opt is the chemical

shift after optimization. Note that for nuclei X others than 1H the

standard deviation was modified by multiplying r(H) with cH/cX (a,

b) Experimental 2D 1H, 15N HSQC spectrum, 1H digital resolution of

0.0068 ppm and 15N digital resolution of 0.019 ppm. Variations of

chemical shifts with r = 0.01 ppm in the direct dimension and

0.1 ppm in the indirect dimension. c, d Same as (a, b) but with r-

values of 0.02 ppm and of 0.2 ppm
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Fig. 9 Automated chemical shift recognition in a set of pressure

dependent HSQC-spectra. a A set of 1H, 15N NMR spectra of 15N

enriched HPr from S. carnosus was recorded at 298 K and various

pressures. (green) 3 MPa, (red) 50 MPa, (yellow) 100 MPa, (blue)

150 MPa, (pink) 200 MPa. Only part of the spectrum is shown. Solid

lines connect residues automatically assigned using a polynomial of

the order of 2. b The number of completely correctly optimized

chemical shifts (|di
opt - di

e| B Ri) (black bars), of improved or

unchanged chemical shifts (|di
opt - di

e| B (|dm
s - di

e|) and (grey bars)

are plotted as a function of the pressure. Using the predicted shifts

from the chemical shift polynomial as input shift, the assignment

getting better. The number of completely correctly optimized

chemical shifts (|di
opt - di

e| B Ri) (black doted bars), improved or

unchanged chemical shifts (|di
opt - di

e| B (|dm
s - di

e|) (grey doted

bars) using the polynomial is plotted in the figure. The spectra contain

79 valid protein cross peaks
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Performance of the routines

In the absence of significant noise peaks in NOESY type

spectra SHIFTOPT1 works perfectly up to a sigma of

0.01 ppm (Fig. 4a) that corresponds to maximum chemical

shift changes of ±0.03 ppm. For higher chemical shift

changes a few shifts are only partly corrected. At a maxi-

mum shift change of 0.09 ppm 2 (out of 462) shift values

are not improved anymore, but are wrongly corrected by a

shift change in the wrong direction. This is usually a pair

wise ambiguity where the used metric favours the wrong

assignment for two resonances with very close chemical

shifts. In the 3D-NOESY-HSQC spectrum comparable

results are obtained, up to maximum shifts of the order of

the line width very good results are obtained. When larger

shift variations are allowed, the used distance metric leads

in a few cases to wrong decisions. In practice, it means that

the subsequent steps still have to allow an appropriate error

of the chemical shifts.

When more than one spectrum exists with continuous

shift changes, the proposed prediction procedure leads to

accurate results.
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